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Abstract—Understanding highly accurate and real-time violent
actions from surveillance videos is a demanding challenge. Our
primary contribution of this work is divided into two parts.
Firstly, we propose a computationally efficient Bag-of-Words
(BoW) pipeline along with improved accuracy of violent videos
classification. The novel pipeline’s feature extraction stage is
implemented with densely sampled Histogram of Oriented
Gradients (HOG) and Histogram of Optical Flow (HOF)
descriptors rather than Space-Time Interest Point (STIP)
based extraction. Secondly, in encoding stage, we propose
Outlier-Resistant VLAD (OR-VLAD), a novel higher order
statistics-based feature encoding, to improve the original
VLAD performance. In classification, efficient Linear Support
Vector Machine (LSVM) is employed. The performance of the
proposed pipeline is evaluated with three popular violent
action datasets. On comparison, our pipeline achieved near
perfect classification accuracies over three standard video
datasets, outperforming most state-of-the-art approaches and
having very low number of vocabulary size compared to
previous BoW Models.

Keywords-Novel Video Encoding, VLAD, Violence Detection,
Bag of Words, HOG, Dense Sampling, Violent Flows, OR-VLAD
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Learning human actions from video is an important topic
in computer vision. Recently, number of violent activities
increased dramatically, from home to street, individual to
crowd. Surveillance cameras are being used more than ever
[13]. As a result, manual human monitoring on surveillance
cameras are becoming obsolete due to inefficiency. Machine
intervention on surveillance can eradicate the latency issue
considerably. To automate the process, making machines
understand violent actions from videos became an important
topic. In this paper, we present a novel methodology on this
issue, and efficiently improve violent video classification
accuracy.

The basic intuition behind comprehending violence is
understanding abnormal movement, particularly, abnormal
motions in video sequences. Several works have already
been done for violent action recognition [9, 15, 21]. Most of
them extracted frames from a video clip and analyzed the
total video frame by frame. Some of them have already
shown satisfactory performance on standard datasets [6, 9].
All the works are classified into two tracks: hand-crafted
and based on deep neural networks.

Among several hand-crafted approaches, Histogram of
Oriented Gradients (HOG) [27, 28] is frequently used [6].
Other notable approaches are Histogram of Oriented Flow
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Crowd Violence
Figure 1. Non-violent (lower) and violent (upper) dataset scenes

HockeyFight Movies

(HOF) [28] and Motion Boundary Histogram (MBH) [25].
The features are robust to camera movement, illumination,
low-resolution, lead to highly informative descriptors, and
calculated with Spatio-Temporal Interest Point (STIP) [1].
Regions of interest point are represented with HOG, HOF
features. Recently, Motion SIFT (MoSIFT) [2] descriptor
showed significant performance gain in classifying violent
videos [11]. These hand-crafted features are extracted from
video frames as local video representations, experimented
through Bag-of-Words (BoW) [28] pipeline. One research
suggested [10] developing densely sampled descriptors for
making representation. Some works [10, 12] focused on 3D
HOG, HOF volumes, sampled from sharable subvolumes,
and consequently made feature extraction process more
efficient compared to STIP [12]. However, according to
some experiments [36, 37], BoW model worked better for
densely sampled descriptors than key-point based. Some
works achieved more efficiency [10, 12] by skipping
subsequent frames, because those frames do not represent
significant differentiable information. For this research, we
extracted dense HOG and HOF descriptors.

In Bag-of-Words (BoW) pipeline, visual vocabulary is
generated with k-means clustering from randomly sampled
features and contribute feature vector representation with
encoding techniques like Fisher Vector (FV) [33] and
Vector of Locally Aggregated Descriptors (VLAD) [3].
VLAD has proven to be a computationally efficient feature
encoding method [23, 34]. However, though being efficient,
standard VLAD descriptor computes only difference
between local descriptor and cluster mean. Being in first
order statistics, the ‘mean’ fails representing robust
differentiable information of descriptors [35], leading to
accuracy lacks. However, some of recent works suggested
incorporating higher-order statistics [13, 35] in VLAD. We



addressed this issue and improved VLAD by introducing a
novel outlier-resistant encoding by incorporating difference
between Median, and Interquartile range on computed
visual word vocabulary and local descriptors.

Our core contribution in this paper is that we extract
efficient densely sampled features [10, 12] from popular
violent action dataset, namely Hockey-Fights, Movies and
Crowd Violence [6, 9] illustrated in Figure 1, experiment for
an optimum solution on classification. Besides, we propose a
novel Outlier-Resistant VLAD (OR-VLAD) encoding for
improvement of traditional VLAD in terms of accuracy.
Also, we illustrate, how densely extracted, subsampled
features encoded by our proposed method achieve higher
accuracy with lower computational cost. The experiments
were conducted based on densely sampled HOG and HOF
features [10, 12]. Further we make our extracted data and
encoding codes open to public as supplemental material
accompanying this paper'.

II.

The first stage of violence detection was limited to
several specific information. Nam, Alghoniemy, and Tewfik
[4] proposed violent action scene understanding based on
blood, flame detection, and sounds of those scenes. Cheng,
Chu, and Wu [5] proposed a violent action understanding
method based on gunshots, explosions, breaking sounds etc.
in videos using Gaussian Mixture Model (GMM) and
Hidden Markov Models (HMM). These approaches were
largely dependent on audio cues. There is a big chance of
misclassification with audio, as crowded scenes mostly
carry meaningless information in this context. Moreover,
most of the CCTV surveillance cameras do not contain
audio. In practical scenarios, high audio dependence raises
difficulties.

Another track of classification started along with feature
extraction procedures from videos, namely Space-Time
Interest Points (STIP) [1] which is an extension of Harris
corner detection operator to space-time. These calculated
points in spatial and temporal scale, resulting in Histogram
of Oriented Gradients (HOG), and Histogram of Optical
Flow (HOF) features. Though being robust, Motion SIFT
(MoSIFT) [2], an extension to SIFT [8], is computationally
expensive. Nievas, Suarez, Garcia, and Sukthankar [6]
introduced a new dataset for evaluating violent actions from
hockey game, along with a small dataset, where action
videos were taken from movies. Both contained a wide
variety of scenes and in them half of the clips were violent
(fight), and other half clips were non-violent (non-fight).
Authors followed standard BoW pipeline, where HOG,
HOF [1] and MoSIFT [2] features were extracted and
classified using Support Vector Machine (SVM) with faster
Histogram Intersection Kernel (HIK) [31]. Hassner, Itcher,
and Kliper-Gross [9] introduced Violent Flows dataset,
focused on crowd violent scenes from videos. They
proposed a novel Violent Flows (ViF) video descriptor,
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proven to make higher performance in the crowd violence
dataset. Later, Xu, Gong, Yang, Wu, and Yao [11] had
proposed Sparse Coding over MoSIFT features. However,
Gao, Liu, Sun, Wang, and Liu [14] proposed Oriented
Violent Flows (OViF) as an extension to existing ViF.
Bilinski and Bremond [15] proposed extension of Improved
Fisher Vector (IFV) encoding which achieved higher
accuracy. Zhang, Jia, He, and Yang [17] proposed Motion
Weber Local Descriptor (MoWLD), Souza and Pedrini [18]
employed CENTRIST-based features, and Senst, Eiselein,
Kuhn, and Sikora [16] introduced feature extraction by
using Lagrangian direction. All these followed hand-crafted
feature extractions and Bag-of-Words based classification
process. Recently, Lu, Yao, Sun, and Zhang [40] proposed a
novel locally aggregated descriptors, significantly improved
performance of standard histogram-based HOG, HOF and
MBH descriptors.

There are several video feature encoding techniques. The
most commonly used encoding method is Fisher Vector
(FV) [33], and Vector of Locally Aggregated Descriptors
(VLAD) [3] for action recognition. As discussed in the
literature presented above, FV method showed good
encoding performance by soft-assignment. At the same
time, it dropped computational efficiency [34]. Recently,
Improved Fisher Vectors (IFV) [29] shown to outperform
standard FV encoding method by pooling local features
from video in global scale. However, Bilinski and Bremond
[15] addressed that, it computes spatio-temporal features
without knowing their positions, and extended IFV by
incorporating spatio-temporal features in the encoding.

Compared to Fisher Vectors, VLAD has proven to be
computationally efficient along with good accuracy rate
[34]. This work improved VLAD by double assignment
approach for deep features [20]. Recently Duta et al. [13]
proposed computationally efficient VLAD encoding with
shape information (SD-VLAD). This approach had adopted
first and second order statistics by calculating standard
deviation from vocabulary and local descriptors, followed
by calculation of mean Z-Score computed from difference
between local descriptors and mean of vocabulary for
corresponding visual word. Our work was inspired from this
encoding, we focus on computing outlier-resistant OR-
VLAD encoding by computing median and interquartile
range difference on assigned descriptors in a cluster. This
approach outperformed SD-VLAD on experiments with
little computational inefficiency. Besides, for classification
performance improvement, intra-normalization is applied to
VLAD for compressing peak features that can put negative
effect on entire dataset as recommended [19].

Recently, Deep Neural Network (DNN) achieved state-
of-the-art classification result in image and video
recognition with groundbreaking success [7, 20, 21, 22].
Recently, Sudhakaran and Lanz [21] proposed end-to-end
Deep Neural Network based model, where Convolutional
Neural Network (CNN) was employed to extract deep level
features from videos and aggregated the features with a



Encoding (VLAD, SD-VLAD, | Classification &

HOG, HOF Visual
Video Data —® Feature » Vocabulary
Extraction Generation

Y

OR-VLAD) Comparison

Figure 1. Proposed pipeline of intra-encoding evaluation process

variant of the convolutional gate involved Long Short-Term
Memory (LSTM). This outperformed previous approaches.
However, our approach, though being hand-crafted,
outperformed CNN on Hockey-Fight and Movie datasets
classification though being more efficient.

II1.

In this section we present an overview of an efficient, and
novel dense feature extraction process as proposed in [10,
12]. For HOG feature extraction, firstly gradient magnitudes
of features are computed through HAAR features in vertical
and horizontal directions which is proven to do faster
computation compared to Gaussian Derivative [27]. Core
feature extraction process works on gray video sets, where
computed magnitudes generate an output in 2D vector field
on each frame, and the vector responses are quantized into
orientation bins. The authors had used 8 orientation bins for
calculating responses, where each magnitude response fits
into 2 neighboring bins according to magnitude value and
resulting histogram calculations. Later, the responses are
aggregated through spatial and temporal direction. Each
block represents size of pixels, and number of frames for a
specific location. Each video is spatially divided including
number of blocks per orientation aggregation. Then each
adjacent block output is concatenated for computing final
descriptor output. If block size is 3x3 spatial blocks and 2
temporal blocks with 8 orientations, then the descriptor
dimension would be 3x3x2x8=144. Though HOF feature
extraction is almost identical to HOG, the core difference is,
feature extraction depends on Optical Flow displacement on
basis of horizontal direction for one and vertical direction
for the other, respectively. There are several ways for
computing optical flow, we employed the classic Horn-
Schunk [24] as authors suggested. According to the authors,
once a block-wise feature is formed, the descriptors of that
block are being calculated by doing neighbor-joining. This
made the blocks re-usable over orientations. However, 3x3
in spatial domain and 2 in temporal domain make each
block being reused for 18 times. Later, responses were
aggregated over space with method proposed [38], resulting
translation invariant descriptors with interpolation between
blocks.

For our experiment in violent video datasets, descriptor
extraction block consists of 8x8 pixels and descriptors block
consist of 3x3 spatial blocks and two temporal blocks.

For both HOG and HOF, we used 8 orientation bins as per
authors’ recommendation. Frame Sampling Rate (FSR) was
set to 6, resulting number of frames per block to one. Our

DENSE FEATURE EXTRACTION

991

experiment was performed on Intel Core i3 CPU (2.3GHz),
4.00 GB RAM computer. Table I demonstrate video feature
extraction benchmark per frame, clearly represents that our
HOG & HOF extraction is faster than other methods.

Table I. Required descriptor extraction time benchmark.
Method HOG | HOF | ViF[9] | STIP [1]
Per frame time (ms) 7.8 8.3 10 280

IV. FEATURE ENCODING

For representing an input video into single feature vector,
standard bag of visual word (BoVW) based classification
pipeline was followed. At first, k-means clustering was
applied for creating visual vocabulary from set of random
1000 features of each video clip and concatenated to large
global representation. For efficiency vs. accuracy tradeoff,
classification is evaluated on 50, 100, and 200 visual words.

A.  Vector of Locally Aggregated Descriptors

VLAD encoding [3] was proposed by Jégou et al. [34] as
non-probabilistic version of Fisher Vector (FV). In pipeline,
k number of visual words, created by k-means clustering
known as mean centroid vectors of corresponding clusters.
Dictionary D = 4, 14y, 4ts,»- .., i, € R™, where each u

represent mean of a visual word, and k is the number of
clusters learned by k-means, and d is dimension of the
features. From assigned descriptors of encoding, the feature
vector is computed through subtracting cluster mean along
with summation. X, ={x,,x,,x,...,x,} € R™ , where n is

the number of descriptor X assigned to i -th visual word.
VLAD encoding for one cluster is computed as equation 1:

VLAD, =Zn:(xj — 1) (1)

Encoding of VLAD is obtained by further concentration
of the features. For total learned words k, size of encoded
vector would be kxd , where d is the dimension of the
descriptors. Final representation of VLAD computed with
intra-normalization to pick performance as suggested [19].

B.  The Outlier-Resistant VLAD Encoding

As per previous section, VLAD compute residuals only
based on cluster mean, lacks deeper statistical information.
To overcome the shortcomings, several improvements were
proposed. Peng, Wang, Qiao, and Peng [35] proposed High-
Order Statistics (H-VLAD) for feature encoding. Recently,



Duta et al. [13] proposed VLAD encoding with shape
information (SD-VLAD). This approach addressed the issue
of symmetric, and empty distribution of assigned features to
a cluster and introduce standard deviation involvement for
improvement. Their robust representation process
outperformed VLAD. However, we argue that, taking all
assigned descriptor into count for encoding is redundant
process because of outlier information existence. Whenever
outlier data are used for computing descriptors, encoded
result influence negative performance. However, addressing
the issue, we proposed a new feature encoding based on
median and interquartile range. Median is robust to outlier
descriptors, and median- originated interquartile range
computes inner outlier-exempted information from the
descriptors. Our approach focuses on median of descriptors
and global vocabulary assigned to a median cluster. We
compute median for every cluster vocabulary followed by
the assigned descriptors for each cluster. Later, interquartile
range is computed for the descriptors. As per the process,
the output result compute highly discriminative and outlier-
exempted feature vector. In encoding pipeline, firstly, local
descriptor representation is computed to vocabularies with
inner dot product between vocabulary and local descriptor
[13]. Then we compute mean Z score as per FV and SD-
VLAD. Below, equation 2 calculates mean Z-score,
computed by residuals divided by standard deviation for a
corresponding vocabulary cluster i .

(xj_:ui)

Jj=1 O;

i =1y

n

2

Here, Median(K) & IQR(K) function calculate median,

and interquartile range, accordingly for input vector K as
per equation 3 and 4. Due to space shortage, Median(K ) is

denoted as M (K ) in IQR function.

n+l

K[Tj, if nisodd

Median(K) = K(nj+K( j
2

2
s nj)—M(K[l,nT_]D, if nis odd 4)
A n+2

() )

Finally, encoding is computed according to the following
equation 5. As per previous section, ¥, is the set of features

3)

n+2
2

, otherwise

n+3

doe

assigned to I -th vocabulary. Features containing all zeros
has omitted from X, to facilitate to avoid ‘division by zero’.
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M Median(X,.)—Median(,ui)
b IOR(X,)

After computing ViZ and Vl.M , we concatenate features

®)

horizontally, resulting in final descriptor of dimension
2%k xd . Further, intra-normalization has been applied. In
encoding, we employed several statistical information i.e.
mean, median, standard deviation, interquartile range for
computing robust outlier-resistant encoding. However, in
terms of computational cost, as median calculation requires

sorted data, time complexity is O(NlogN ) , where VLAD
and SD-VLAD compute with complexity O(N ) .

V.  CLASSIFICATION

Support Vector Machine (SVM) [30] has widely been
used for Bag-of-Words classification method as in [6, 11,
14, 38]. For entire classification task, we use Linear SVM
(LSVM). Though, most of the related experiments has used
Histogram Intersection Kernel (HIK) [31], as per binary
classification, we preferred standard linear kernel over HIK.
Due to being computationally efficient, LIBLINEAR SVM
classifier [32] was employed with custom bias. Further, all
classification result was computed with standard 5-fold
cross validation.

VL

The experimental pipeline is divided into two stages. In
feature extraction stage, efficient dense HOG, and HOF
descriptors were extracted. For intra-encoding evaluation,
we encoded descriptors with VLAD, SD-VLAD & OR-
VLAD on 50, 100 and 200 vocabulary size, and evaluated
performance according to accuracy as illustrated pipeline in
Figure 2. Additionally, late fusion of extracted HOG, and
HOF descriptors was incurred for additional intra-encoding
evaluation. Final evaluation of computed results compared
with previous state-of-the-art works, based on classification
accuracy over three datasets has been presented in Table II.

EXPERIMENTAL ANALYSIS

A. Datasets

We used three standard datasets: Hockey Fights, Movies
[6], and Crowd Violence (Violent Flows) [9].

Hockey Fights Dataset [6] is designed for detecting fight in
videos. It contains 1000 videos with 500 ‘fight’ and 500
‘non-fight’ videos of National Hockey League (NHL). All
videos are sized 720x576 pixels and contain 50 frames/sec.
Movies Dataset [6] contains 200 clips having wider variety
of scenes taken from action movies where 100 are violent,
others non-violent, and each are 720x480 pixels.

Crowd Violence Dataset [9] is focused on crowd violent
actions. It contains 246 video clips of size 320x240 pixels,
where 123 are violent, others non-violent crowd activities.
All the videos varied by lengths and contained real-life
crowd activity scene sourced from YouTube.



Table II. Classification Result Comparison of Approaches
(boldfaced accuracies are highest in all literature till date)
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son (left), previous
accuracies achieved (right) on Crowd Violence dataset.

CONCLUSION

implements computationally
efficient densely sampled HOG, HOF feature on descriptor
extraction stage and we implement a novel new Outlier-
Resistant VLAD encoding (OR-VLAD) that outperformed
previous approaches in literature. We add that besides
detection of violent actions, this encoding can be extended to
perform with great efficiency and accuracy in the context of
any movement-prone contexts like sports and calamities.
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